BLIND EXTRACTION OF MOVING AUDIO SOURCE IN A CHALLENGING ENVIRONMENT SUPPORTED BY SPEAKER IDENTIFICATION VIA X-VECTORS
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ABSTRACT

We propose a novel approach for semi-supervised extraction of a moving audio source of interest (SOI) applicable in reverberant and noisy environments. The blind part of the method is based on independent vector extraction (IVE) and uses the recently proposed constant separating vector (CSV) mixing model. This model allows for changes of mixing parameters within the processed interval of the mixture, which potentially leads to higher accuracy of SOI estimation. The supervised part of the method concerns a pilot signal, which is related to the SOI and ensures the convergence of the blind method towards the SOI. The pilot is based on robust detection of frames where SOI is dominant via speaker embeddings called X-vectors. Robustness of the detection is achieved through augmentation of the data for the supervised training of the X-vectors. The pilot-supported extraction yields significantly better performance compared to its unsupervised counterpart identifying SOI solely using the initialization.

Index Terms— Independent vector extraction, moving sources, block-wise processing, x-vector, speaker identification.

1. INTRODUCTION

In speech enhancement scenarios, a source of interest (SOI) should be recovered from a mixture of other sources and environmental noise. Without any prior information about mixing conditions, the task can be solved in an unsupervised manner using Blind Source Extraction (BSE) applied in the frequency-domain. Independent vector extraction (IVE) is a BSE approach assuming that signals of different sources are mutually independent while there exist higher-order dependencies between frequency components corresponding to the same source. Conventional IVE model, suitable for separation of static sources, is time invariant. A gradient descent algorithm for IVE was proposed in [1], fast converging methods based on optimization of auxiliary function were proposed in [2, 3].

In practice, the extraction should be time-varying due to movements of the sources. Conventionally, time invariant methods are consecutively applied to short intervals with approximately static sources, and their parameters are recursively updated. The drawback of this block-wise approach lies in difficult tuning of the interval length or the recursion weight. An adaptive fast converging IVE algorithm for simple acoustic conditions was proposed in [4]. Recently, an alternative approach was proposed based on the constant separating vector (CSV) model [5], which allows for changes of mixing parameters within the processed block of data. The CSV-based method can thus operate with longer intervals and achieves, in theory [6], higher accuracy compared the block-wise approach.

With no prior information identifying the SOI, the BSE extracts an arbitrary source. The identification can be provided via suitable initialization [7] or by a geometric constraint [8] focusing the extraction towards the desired direction. Alternatively, a pilot signal can be introduced, which is related to the SOI and controls the convergence. A pilot based on the constrained location of the SOI has been exploited in [9], additional audio measurements in the area of SOI were used in [10]. Acquisition of the above described types of prior information is, however, challenging in practice.

Useful alternatives provide pilots based on machine learning principles, which do not require any additional assumptions or measurements. Piloting using voice activity detection was proposed in [11] for mixtures of a single speaker and background noise. For mixtures of multiple speakers, detection of SOI dominance relying on X-vectors [12] was presented in [4].

X-vectors are Deep Neural Network-based (DNN) features extracted from an utterance, which aim to encode the characteristics of an active speaker. When utilized in speaker identification, it is usually assumed that the analyzed signal contains single speaker only. However, it was shown in [4] that, when two speakers are simultaneously active, the dominant one is identified reliably. This phenomenon can be used to control the IVE convergence towards SOI.

The current paper extends the work [4] concerning the extraction of a moving SOI. Two contributions are discussed. 1) The extraction is performed using BSE method based on the novel CSV mixing model. Its applicability to longer mixture intervals results into more accurate SOI extraction compared to the block-wise approach from [4]. 2) The computation of reverberation/noise-robust X-vectors is discussed. The robustness is achieved through the augmentation of the training data for the X-vector network. This is shown beneficial for the detection of intervals with dominant SOI within multi-speaker mixtures and for the computation of X-vector-based pilot. The combination of both contributions allows the application of the proposed approach in scenarios, where SOI is moving in significantly reverberant and noisy environment.

2. BLIND SOURCE EXTRACTION

A time varying mixture of \( d \) original signals observed by \( d \) microphones can be approximated in the short-time frequency domain by the mixing model

\[
x_{k,\ell} = A_{k,\ell} y_{k,\ell}.
\]
where \( k = 1, \ldots, K \) denotes frequency, \( \ell = 1, \ldots, L \) denotes frame and \( y_{k,\ell} \) and \( x_{k,\ell} \) denote the original and mixed signals, respectively. In independent component analysis (ICA), a de-mixing matrix \( W_{k,\ell} \) is sought such that it fulfills \( W_{k,\ell} x_{k,\ell} = y_{k,\ell} \approx y_{k,\ell} \).

In IVE, only one row of \( W_{k,\ell} \) is sought such that it extracts the SOI from the mixture. Without any loss on generality, let the SOI be the first signal in \( y_{k,\ell} \) and \( A_{k,\ell} \) be partitioned as \( A_{k,\ell} = [a_{k,\ell} \quad Q_{k,\ell}] \). Then, (1) can be expressed in the form

\[
x_{k,\ell} = [a_{k,\ell} \quad Q_{k,\ell}] \begin{bmatrix} s_{k,\ell} \\ z_{k,\ell} \end{bmatrix},
\]

where \( s_{k,\ell} \) represents the SOI, \( z_{k,\ell} \) are the other \( d - 1 \) signals in the mixture. Using the parameterization from [13], \( W_{k,\ell} \) can be partitioned as \( W_{k,\ell} = [w_{k,\ell} \quad B_{k,\ell}]^H \), where \( w_{k,\ell} \) is a vector extracting the SOI, \( B_{k,\ell} \) is called a blocking matrix which satisfies \( B_{k,\ell} a_{k,\ell} = 0 \), and \( ^H \) denotes conjugate transpose.

The estimation of \( w_{k,\ell} \) for each frame \( \ell \) is not accurate when there is lack of available samples. Thus, it is often assumed that the mixing is approximately static over a small number of subsequent frames. The mixture is divided into \( t = 1, \ldots, T \) blocks of \( L_t \) frames, with a block-constant separating vector \( w_{k,t} \); this approach will be referred to as block-wise [4].

### 2.1. CSV AuxIVE algorithm

The following text describes an algorithm based on the CSV mixing model, which was derived in [5] and which constitutes the blind part of our proposed extraction method. In the CSV model, further reduction of estimable parameters is done by assuming that the separating vector \( w_{k,t} \) is constant over all \( T \) blocks \( w_{k,t} = w_k, t = 1, \ldots, T \). This means that the separating vector must obey condition \( w_k^H x_{k,t} = \hat{s}_{k,t} \approx s_{k,t} \) for each block \( t \), where \( \ell_t \) are frame indices corresponding to the \( t \)th block.

Similarly to IVE, such separating vector \( w_k \) is sought which maximizes the independence between SOI \( s \) and the other signals \( z \). Based on the maximum-likelihood approach, a contrast function is derived as described in [5]. To find its optimum points, the auxiliary function technique is applied in a similar way as in [14]. This leads to the following update rules:

\[
r_{\ell_t} = \sum_{k=1}^{K} |w_k^H x_{k,t}\ell_t|^2 \quad \text{for all } \ell_t,
\]

\[
V_{k,t} = E_{\ell_t} \left[ \varphi(r_{\ell_t}) x_{k,t}, x_{k,t}^H \right],
\]

\[
a_{k,t} = \frac{\hat{C}_{k,t} w_k}{w_k^H \hat{C}_{k,t} w_k},
\]

\[
\hat{\sigma}_{k,t} = \sqrt{w_k^H \hat{C}_{k,t} w_k}
\]

\[
w_k = \left( \sum_{t=1}^{T} V_{k,t}/\hat{\sigma}_{k,t} \right)^{-1} \sum_{t=1}^{T} V_{k,t} a_{k,t},
\]

where \( r_{\ell_t} \) and \( V_{k,t} \) are auxiliary variables, \( \varphi(\cdot) \) is a suitable non-linear function [14], \( E_{\ell_t} \) denotes the expectation operator over the frames in block \( t \), \( \hat{C}_{k,t} \) is sample estimate of covariance matrix of mixture for the \( k \)th frequency and the \( t \)th block. The equation (5) realizes the orthogonal constraint, and \( \hat{\sigma}_{k,t} \) is the variance estimate of the SOI on the \( t \)th block and \( k \)th frequency. To ensure the stability of the convergence, the normalization after each update of the separating vector \( w_k \) is done as follows:

\[
w_k \leftarrow w_k / \sqrt{\sum_{t=1}^{T} w_k^H V_{k,t} w_k}.
\]

The rest of the algorithm remains unchanged.

### 3. PILOTING USING FRAMES WITH DOMINANT SOI

A pilot signal related to SOI guides the convergence of IVE towards the desired source. The pilot requires knowledge of frames, where the SOI is dominant. These frames are determined using speaker identification focused on SOI via pretrained features called X-vectors.

### 3.1. X-vector DNN

The implementation of the X-vector DNN, described in Table 1, comes from [16]. The DNN is trained to classify \( N \) speakers and possibly a non-speech class. Its input consists of a single-channel audio signal sampled at \( 16 \) kHz. The input features are 40 filter bank coefficients computed from frames of length of \( 400 \) and frame-shift \( 200 \) samples. The TDNN (time-delayed DNN) layers introduced in [17] operate on frames with a temporal context centered on the current frame \( \ell \). The TDNN layers build on top of the context of the earlier layers, thus the final context is a sum of the partial ones.

Our implementation of TDNN contains the following differences compared to [16]: 1) Longer context is used without any frame sub-sampling. 2) The omission of sub-sampling increases the number of trainable parameters. To reduce it, all frames in the context are weighted by a trainable matrix at the input of each TDNN layer and mean time-pooling is performed. 3) The pooling layer computes only variances of frames (means are omitted), the context length is \( L_c = 101 \) during training. 4) The rectified linear units at the output of layers are replaced by exponential linear units (ELU), which speeds up convergence in our case.

### 3.2. Training datasets and their augmentation

The training data for the TDNN originate from the development part of the Voxceleb database [18] and the training part of the LibriSpeech corpus [19]. The Voxceleb utterances contain real-world reverberation and noise. Librispeech (part train-360-clean) is free of distortions and is subjected to augmentations discussed further.

Environmental noise was taken from the simulated part of the CHiME-4 training dataset [20] and the development dataset available in Task 1 of the DCASE2018 challenge [21]. This data were also added to the training set without speech, in order to create samples for the non-speech class.

Two variants of the X-vector TDNN were trained, differing by the datasets included within the training set. 1) Baseline X-vectors were trained on one instance of Voxceleb and unmodified instance
Table 1: Description of the DNN producing the X-vectors. The input size for the TDNN layers is stated after the mean pooling operation.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Layer context</th>
<th>Total context</th>
<th>Input ( x ) x output</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDNN 1</td>
<td>( \ell \pm 80 )</td>
<td>161</td>
<td>( 40 \times 1024 )</td>
</tr>
<tr>
<td>TDNN 2</td>
<td>( \ell \pm 4 )</td>
<td>169</td>
<td>( 1024 \times 768 )</td>
</tr>
<tr>
<td>TDNN 3</td>
<td>( \ell \pm 4 )</td>
<td>177</td>
<td>768 \times 512</td>
</tr>
<tr>
<td>TDNN 4</td>
<td>( \ell \pm 4 )</td>
<td>185</td>
<td>( 512 \times 384 )</td>
</tr>
<tr>
<td>TDNN 5</td>
<td>( \ell \pm 4 )</td>
<td>193</td>
<td>( 384 \times 256 )</td>
</tr>
<tr>
<td>TDNN 6</td>
<td>( \ell \pm 4 )</td>
<td>201</td>
<td>( 256 \times 128 )</td>
</tr>
<tr>
<td>Fully-conv. 1</td>
<td>( \ell )</td>
<td>201</td>
<td>( 128 \times 128 )</td>
</tr>
<tr>
<td>Pooling</td>
<td>( \ell \pm \frac{2}{3} )</td>
<td>max(201, ( L_c ))</td>
<td>( (L_o \cdot 128) \times 128 )</td>
</tr>
<tr>
<td>Fully-conv. 2</td>
<td>( \ell )</td>
<td>max(201, ( L_c ))</td>
<td>( 128 \times 128 )</td>
</tr>
<tr>
<td>Softmax</td>
<td>( \ell \pm \frac{2}{3} )</td>
<td>max(201, ( L_c ))</td>
<td>( 128 \times N )</td>
</tr>
</tbody>
</table>

of Librispeech. 2) Augmented X-vectors were trained on one unchanged instance of Voxceleb/Librispeech and three augmented instances of the Librispeech dataset, where the following augmentations were applied: a) Reverberation: The utterances are convolved with artificial room impulse responses (RIRs) generated by [22]. The artificial RIRs originate from a shoe-box room of size \( 8 \times 7 \times 3 \) m. We generate RIRs corresponding to four different rooms with \( T_{60} \) ranging from 175 – 650 ms. The source-microphone distance is \( 1 – 2 \) m. b) Noise: The environmental noise was summed with the original Librispeech utterances at signal-to-noise-ratio (SNR) equal to 10 dB. c) Reverberation+noise: The environmental noise was added to the reverberated Librispeech dataset with SNR= 10 dB.

3.3. Speaker identification in cross-talk using X-vectors

During the test phase, the X-vectors are extracted at the output of the pooling layer; pooling context is small \( (L_c = 11) \) in order to obtain time-localized speaker info. The sequence of X-vectors describing the time-dependent activity of speakers within the mixture is obtained by shifting the input context of the TDNN by a single frame at the time.

The speaker identification is performed via Probabilistic Linear Discriminant Analysis (PLDA; [23]). It requires short utterances of the considered speakers; these are used to compute reference X-vectors called enrollment set. Using a pretrained PLDA model, a hypothesis is tested whether the current X-vector computed from a mixture was produced by speakers in the enrollment set. The result is a PLDA score for each of the enrollment speakers, the speaker with the highest score is assumed dominant (see [4] for detailed discussion and a case study).

The PLDA model for the Baseline X-vectors was trained using the original Librispeech data; PLDA for the Augmented X-vectors was trained using three (augmented) instances of the Librispeech described above (original, reverberation, reverberation + noise).

3.4. Pilot signal

We propose to construct the pilot signal \( P \) for the \( \ell \)-th frame as

\[
P_{\ell} = \begin{cases} \sum_{k=1}^{K} |x_{k,\ell}|^2 & M(s_{k,\ell}^c) \geq \eta, \\ 0 & \text{otherwise,} \end{cases}
\]

where \( x_{k,\ell} \) is the signal on the first microphone, \( s_{k,\ell}^c \) is the SOI, \( z_{a,\ell} \) represents the rest of the considered speech sources, \( M(\cdot) \) is a function estimating activity of the source and \( \eta \) is a free threshold parameter. This manuscript presents two pilot variants: 1) The oracle \( P^{ORAC} \), where \( M(\cdot) \) represents the sum of energy of the respective true sources, 2) The X-vector based \( P^{XVEC} \) where \( M(\cdot) \) represents the maximum PLDA score of the respective sources within the enrollment set.

4. EXPERIMENTAL EVALUATION

The experiments simulate mixtures of two active speech sources (moving SOI and static interfering source (IS)) and static directional noise. We consider room in Fig. 1 of dimensions \( 6 \times 6 \times 3 \) m and three reverberation times \( T_{60} \in \{100, 300, 600\} \) ms. A linear array of five omni-directional microphones with spacing of \( 8 \) cm is placed close to the center of the room and rotated counter-clockwise by \( 45^\circ \). The SOI is moving around the array at speed \( 40 \) cm/s on a quarter circle with diameter \( 1.5 \) m. IS is placed behind the trajectory of SOI at coordinates \( (3, 4.74) \). This is a difficult scenario for a pure BSE, SOI and IS can be interleaved due to their close proximity (see permutation problem in [4]). The directional noise is situated at \( (4.41, 4.16) \). The static sources are \( 2 \) m distant from the array.

The speech (sampled at \( 16 \) kHz) originates from the test/development sets of CHiME-4; four potential speakers (F01, F06, M04, M05) are considered. The cafeteria noise originates from the QUT corpus [24]. The enrollment set consists of 1 minute of speech for each considered speaker, augmented by reverberation as in Section 3.2. Different utterances are concatenated to form 5 unique test signals of length \( 25 \) s for each speaker. The SOI movements and positions of the static sources are simulated using the RIR generator [22]. The input signal-to-interference-ratio (SIR, ratio of energy of SOI and IS) is \( 0 \) dB and the input signal-to-noise-ratio (SNR, ratio of all speech energy to noise energy) is \( 10 \) dB. One instance of the experiment (for one \( T_{60} \) value) thus consists of 300 mixtures (6 speaker combinations \( \times 2 \) speaker roles \( \times 25 \) utterance combinations).

The extraction is evaluated in terms of the improvement of SIR (iSIR, all undesired sources are included in the interference term) and signal-to-distortion-ratio (SDR) as defined in BSS-EVAL [25]. We also provide the improvement of PESQ score [26] (iPESQ) and the standard deviation of “SOI Attenuation” defined as \( \sum_{k=1}^{K} |s_{k,\ell}|^2 / \sum_{k=1}^{K} |s_{k,\ell}|^2 \), where \( s_{k,\ell} \) is the estimate of \( s_{k,\ell} \). For a well extracted SOI, this criterion should be close to zero. When the SOI moves out of the focus of the algorithm (is vanishing within the extracted signal), the deviation increases.

4.1. Accuracy of the SOI dominance detection

The pilot \( P^{XVEC} \) is based on the information whether SOI is currently dominant in the mixture or not. To measure the accuracy of such classification, we compare the frames where SOI has the highest PLDA score with frames where SOI has the highest energy. The context of TDNN and the energy-based reference is \( L_c = 11 \).

Fig. 2 shows the classification accuracy achieved in reverberant environment \( (T_{60} = 600 \) ms) using Baseline (XVEC\(_B\)) and Augmented (XVEC\(_A\)) X-vectors. Each point in the graph corresponds to the averaged accuracy over all mixtures in one instance of the experiment described in Section 4. Various points/instances differ by input SIR \( \in \{-5, 0, 5, 10, 20\} \) dB and input SNR \( \in \{0, 10, \infty\} \) dB.

The highest accuracy is achieved when SIR is low (< 5 dB), i.e., when the SOI is mostly not dominant. For a higher SIR (> 5 dB), the SOI can be easily recognized as being dominant, however, only when the SNR is high enough. For low SNR scenarios, the classification becomes challenging. In all SNR and SIR settings, the
classification based on XVEC_A significantly outperforms the one based on XVEC_B.

### 4.2. Extraction of SOI

Here, the extraction performed by the proposed CSV AuxIVE (abbreviated by CSV) and the Block-Online AuxIVE (BO) from [4] are compared. CSV processes each mixture as one batch, the number of iterations is set to 50. BO analyzes the recording in a block-wise manner, performing 5 iterations in each block. The methods are initialized by the location of the SOI at the beginning of the recording; BO initializes the extraction at each block by the solution from the previous one. The NFFT length is 1024 with shift 200 samples; BO blocks have 75% overlap. The threshold \( \eta = 2 \) for \( \mathbf{P}^{\text{ORAC}} \) and \( \eta = 1 \) for \( \mathbf{P}^{\text{XVEC}} \); the suitable values are determined based on preliminary experiments. The thresholds are distinct, because both pilots stem from different underlying principles (signal energy for \( \mathbf{P}^{\text{ORAC}} \) and PLDA score for \( \mathbf{P}^{\text{XVEC}} \)).

All criteria in Table 2 indicate that the CSV achieves more precise extraction compared to its block-wise counterpart, especially for \( T_{\text{60}} = 100 \text{ ms} \). All pilot-supported methods are more successful in extraction of SOI compared to methods relying solely on initialization (without any pilot). This indicates that the pilot extractors are robust to permutation problem, when sources are shortly in cover. The performance of \( \mathbf{P}^{\text{XVEC}} \) is lower than that of \( \mathbf{P}^{\text{ORAC}} \). Comparing the two variants of X-vector-based pilots, methods endowed with the augmented XVEC_A yield higher iSIR (by 1 – 2 dB); the other criteria are comparable. To summarize, the currently proposed method (CSV with \( \mathbf{P}^{\text{XVEC}_A} \)) outperforms the previously presented approach [4] (BO with \( \mathbf{P}^{\text{XVEC}_B} \)) for all \( T_{\text{60}} \) levels and almost all criteria (both methods achieve comparable SOI Attenuation).

Let us focus on the selection of the block-length and restrict the discussion to the methods using the most accurate \( \mathbf{P}^{\text{ORAC}} \). Methods using longer block (800 frames) yield high values of iSIR (IS is well suppressed) but low SDR and increased Attenuation; the techniques are slow to adapt to source movements and the SOI moves out of their spatial focus. Observing the criteria, this phenomenon is clearly noticeable for \( T_{\text{60}} = 100 \text{ ms} \). However, it is to a certain degree present in the extracted signals for all \( T_{\text{60}} \) levels, but the considered criteria do not reflect it well.\(^1\) Methods using short blocks (50 frames) are able to adapt well to SOI movements (low SOI Attenuation), but achieve lower values in other criteria due to small quantity of samples for estimation.

### 5. CONCLUSION

A blind algorithm for robust extraction of a moving audio source of interest (SOI) was proposed. The extractor utilized the novel constant separating vector mixing model (CSV AuxIVE), which allows, in theory, more accurate estimation of moving SOI compared to conventional block-wise approach. A variant of X-vector speaker embeddings robust to environmental conditions was presented and used to guide the extraction towards SOI.

The joint utilization of both principles resulted in an extraction algorithm applicable to mixtures of moving sources originating in challenging acoustic conditions. In the presented experiments, the piloted CSV AuxIVE was applied in a batch manner to mixtures of length 25 s and still, due to its mixing model, was able to adapt to the SOI movements better than its block-wise counterpart.

---

\(^1\)To demonstrate, samples of the extracted signals are available at [https://asap.ile.tul.cz/demos/](https://asap.ile.tul.cz/demos/)
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