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ABSTRACT
In this paper, a gradient-based algorithm for Independent Vector Extraction is introduced and is first used for blind audio source extraction. We also propose novel modifications of the gradient learning rule in the algorithm based on preconditioning of input data and by using the AdaGrad update. Experiments with six-channel CHiME-4 recordings are conducted where the modified algorithms show significant improvement in terms of convergence speed.
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1. INTRODUCTION
The idea to separate speech signals using their statistical independence has become very popular after efficient methods for Independent Component Analysis (ICA) were developed [1]. In a time-frequency domain, a mixture of \( d \) original signals observed by \( d \) microphones can be characterized by the instantaneous mixing model

\[
X^k = A^k S^k, \quad k = 1, \ldots, K, \tag{1}
\]

where \( S^k \) and \( X^k \) denote \( d \times N \) matrices of the original and mixed signals, respectively, where the rows and columns correspond to signals and to frames (time), respectively; \( A^k \) is the \( d \times d \) nonsingular mixing matrix.

In the classical Frequency-Domain ICA approach [2], ICA is applied to each mixture separately, which gives rise to the permutation problem (the order of separated frequency components is random). To achieve the separation in the time-domain, a subsequent grouping of the frequency components has to be done [3]. Also, the scales of the separated components are random, which can be efficiently resolved by estimating spatial source images. Least-squares projections or the inverse matrix of the estimated \( A^k \) can be used for this; a recent study of these techniques appears in [4].

Independent Vector Analysis (IVA) was proposed to separate all signal mixtures in (1) jointly, which provides an alternative way for solving the permutation problem. The signals are separated as independent vector components whose elements should be as dependent as possible [5]. The approach has become popular, and many recent blind audio source separation methods follow the idea [6].

In many speaker enhancement applications, only one particular speaker (from here referred to as the source of interest - SOI) should be focused using an array of microphones. ICA/IVA can be used to solve this task. However, since they separate that many sources as is the number of microphones \( d \), they are computationally expensive once \( d \gg 2 \). Methods of Blind Source Extraction (BSE) appear to be more suitable in this case.

The BSE problem has been studied even earlier than ICA [7], and there are many blind extraction methods, e.g., based on maximizing the non-Gaussianity of the output signal [8] and are closely related to ICA; see, e.g., [9]. The practical problem in BSE is to ensure that the SOI is being extracted, not a different source. This cannot be guaranteed without additional information. Typically, an initial guess in the form of approximate direction of arrival (DOA) is given, nevertheless, algorithms need to be controlled during the computation so as not to change the focused source. The convergence can be stabilized by imposing constraints or by adding penalty terms to the objective function; see, e.g., [10, 11]. Also, pilot components can be used, if available; see, e.g., [12].

In this paper, we revise this problem as follows. A recently developed algorithm designed for extracting one independent vector component (so-called Independent Vector Extraction - IVE) is introduced. We apply this algorithm for blind audio source extraction and propose its two modifications: (a) a pre-conditioned version that enables us to control the SOI attraction area using known input signal-to-interference ratio, and (b) a modification of the gradient learning rule using approaches borrowed from the neural network learning theory. We show how these modifications can be used for increasing the speed of convergence of the algorithm. We also show how our method works in comparison to Independent Component Analysis (ICA).

The IVE problem formulation and the OGIVE algorithm are briefly described in Section 2. The proposed modifications are derived in Section 3 and experimentally validated in Section 4. Section 5 concludes the paper.

2. INDEPENDENT VECTOR EXTRACTION

2.1. Problem Statement
In IVE, the mixing matrices \( A^k \), \( k = 1, \ldots, K \), are parameterized to extract only one source in \( S^k \); let the SOI be the first source (row) in \( S^k \), denoted by the row vector \( s^k \). Let \( A^k \) be partitioned as \( A^k = [a^k, Q^k] \), the inverse matrix \( (A^k)^{-1} = W^k \) be partitioned as \( W^k = [(w^k)^H; B^k] \), and \( a^k = [\gamma^k; g^k] \). Since \( B^k \) is only required to be orthogonal to \( a^k \), we can select its concrete form \( B^k = [g^k_k - \gamma^k I_{d-1}] \) where \( I_d \) denotes the \( d \times d \) identity matrix.
Let $w^k = [\hat{\beta}^k; h^k]$. From $(A^k)^{-1} = W^k$ it follows that

$$W^k = \left( (w^k)^H B^k \right)^{-1} = \left( \begin{array}{c}
(\hat{\beta}^k)^H \\
\quad g^k
\end{array} \right) \begin{pmatrix}
I_{d-1} \\
-\frac{1}{\gamma}
\end{pmatrix},$$

and

$$A^k = \begin{bmatrix} a^k, \\ Q^k \end{bmatrix} = \begin{pmatrix} \gamma_k \\ \frac{1}{\gamma^k} (h^k)H - I_{d-1} \end{pmatrix},$$

where $\beta^k$ and $\gamma^k$ satisfy $\beta^k\gamma^k = 1 - (h^k)H g^k$. Now, the reparameterized mixing model can be written as

$$X^k = A^k V^k,$$

where $V^k = [s^k; z^k]$, and $Z^k = B^k X^k$.

Although the mixture model for $k = 1, \ldots, K$ are algebraically independent, a joint statistical model can be considered as in IVA [5]. Let $s^k, z^k, v^k$ symbolize the (vector) random variables having the same distributions as the samples in $s^k, Z^k, V^k$, respectively, and let $z = [z^1, \ldots, z^K]$, $x = [x^1, \ldots, x^K]$, and $v = [v^1, \ldots, v^K]$. By assuming the independence of $s$ and $z$, the joint pdf of $v$ reads

$$p_v(v) = p_s(s) p_z(z),$$

where $s$ and $z$ are independent but the elements inside of them can be dependent. Next, we assume that $z$ are circular Gaussian with covariance matrix $C_z = E[zz^H]$. We constrain our attention to uncorrelated mixtures $X^1, \ldots, X^K$, which means that $C_z$ is block-diagonal where the $k$th block is $C_{z^k} = E[z^k(z^k)^H]$. Un correlated mixtures arise, for instance, in the frequency-domain separation [5, 13].

Now, the quasi-log-likelihood contrast function (for one signal sample) for the estimation of parameter vectors $a^k$ and $w^k$, $k = 1, \ldots, K$, is given by

$$\mathcal{J}(a^1, \ldots, a^K, w^1, \ldots, w^K) = \log f(s^1, \ldots, s^K)$$

$$- \sum_{k=1}^K X^k H B^k (C_{z^k})^{-1} B^k x^k + \sum_{k=1}^K \log |\det W^k|^2,$$

where $s^k = (w^k)^H x^k$, and $f(\cdot)$ is the model pdf replacing the unknown density $p_v(\cdot)$.

### 2.2. Orthogonally Constrained Gradient Algorithm

We now describe an algorithm for finding the local maximum of (6) that performs small-step updates in the direction of the gradient of (6) with respect to $w^k$ when $a^k$ is dependent on $w^k$ through

$$a^k = \frac{\hat{C}_{z^k} w^k}{w^k H \hat{C}_{z^k} w^k}, \quad k = 1, \ldots, K,$$

where $\hat{C}_{z^k} = X(X^k)^H / N$ is the sample covariance matrix of $X^k$. The constraint (7) is imposed in order to avoid spurious maxima of (6) where $w^k$ and $a^k$ do not correspond to the same source [14].

Since $\hat{C}_{z^k}$ is not known, it is replaced in (6) by its current sample-based value $\tilde{C}_{z^k} = Z^k (Z^k)^H / N$. Then, the gradient of (6) is equal to

$$\frac{\partial \mathcal{J}}{\partial w^k} = a^k - \frac{1}{N} X^k \phi^k(s^1, \ldots, s^K)^T,$$

where $s^k = (w^k)^H X^k$, and

$$\phi^k(\xi^1, \ldots, \xi^K) = - \frac{\partial \log f(\xi^1, \ldots, \xi^K)}{\partial \xi^k},$$

is the $k$th score function related to the model density $f(\cdot)$. By a simple inspection of (8) for $N \to +\infty$, it can be shown that the true extraction vector $w^k$ is the stationary point of (8) if and only if $E[\phi^k(s^1, \ldots, s^K)] s^k = 1$. This property is satisfied by the true score function, which is, however, not known in the blind scenario. Therefore, $\hat{\phi}^k(\cdot)$ is, in every step, normalized so that the average value of $\hat{\phi}^k(s^1, \ldots, s^K) s^k$ is equal to one (see lines 11 and 12 in Algorithm 1).

The gradient algorithm, from here referred to as OGIVE, starts from initial values and, in each iteration, it updates $w_k$ by adding a “small” step in the direction of the gradient (8) for each $k = 1, \ldots, K$; for illustration, OGIVE is summarized in Algorithm 1; for more details, see [15].

### 3. PROPOSED MODIFICATIONS

#### 3.1. Preconditioning

Owing to the multiplicative form of the models (1) and (4), each gradient update can be considered subject to input data that were multiplied by a preconditioning matrix $D^k$, i.e., subject to “new” data $U^k = D^k X^k$. For simplicity, we can omit the index $k$ and assume $K = 1$ for now.

Let $w_u$ and $w_a$ be the separating vectors operating on $X$ and $U$, respectively, which give the same output, that is, $\hat{s} = w_u^H X = w_a^H U$. It follows that $w_u = D^H w_a$. The sample covariance matrix of $U$ is given by $\hat{C}_u = D \hat{C}_x D^H$. Consider now the gradient of (6) when the input data are $U$ and the starting vector is $w_u$. The gradient given by the right-hand side
of (8) with the constraint (7) then reads
\[
\Delta_u = \frac{\hat{C}_u w_u}{w_u^T \hat{C}_u w_u} - \frac{1}{N} U \phi(s^1, \ldots, s^K)^T = D \hat{C}_u D^H w_u - \frac{1}{N} D X \phi(s^1, \ldots, s^K)^T
\]
\[
D \left( \frac{\hat{C}_x w_x}{w_x^T \hat{C}_x w_x} - \frac{1}{N} X \phi(s^1, \ldots, s^K)^T \right) = D \Delta_x
\]
(10)

Then, the updated vector \( w_u \) applied to the data \( U \) gives
\[
(w_u^{\text{new}})^H U = (w_u + \mu \Delta_u)^H U = \left( D^{-H} w_x + \mu D \Delta_x \right)^H D X = (w_x + \mu D^H D \Delta_x)^H X
\]
(11)

This gives us a generalized update rule for \( w_x \)
\[
w_x \leftarrow \Delta_x + \mu D^H D \Delta_x
\]
(12)

which coincides with the original update rule (line 13 in Algorithm 1) when \( D = I_d \).

There are special choices of \( D \) already known in the literature. For \( D = W \), (12) gives an analogy of the widely known natural gradient for ICA [16, 17]. This choice corresponds to the update when the input data are pre-separated by the current de-mixing matrix prior to each iteration while the starting \( w \) is equal to the unit vector.

Another choice is \( D = R \hat{C}_x^{-1/2} \), where \( \hat{C}_x^{-1/2} \) denotes the inverse of the matrix square root of \( \hat{C}_x \) and \( R \) is an arbitrary unitary matrix; here, it holds that \( D^{-H} D = \hat{C}_x^{-1} \). This choice corresponds to the update realized on whitened (uncorrelated and normalized) signals [18].

The preconditioning matrix has an influence on the surface of the contrast function. When all source should be separated, as in ICA, the widths of convergence areas of particular sources, influenced by that matrix, appear to be unimportant because all sources are separated. However, when only one source should be extracted, the width of the area of convergence to the SOI becomes essential since it has an influence on the success of the extraction.

Our previous experimental studies [15] have shown that the attraction areas are mainly influenced by an initial Signal-to-Interference Ratio (SIR\textsubscript{in})\footnote{It is worth pointing out here that SIR\textsubscript{in} does not influence the final separation accuracy as the ICA problem is equivariant [1]. In other words, the preconditioning matrix does not influence the optimum points of the contrast function. However, it influences its global surface, which affects the convergence trajectory of the algorithm.}. However, SIR\textsubscript{in} is not defined uniquely when there are multiple channels. Nevertheless, we can restrict our attention to special cases where SIR\textsubscript{in} is approximately the same on all channels. Then, it is meaningful to define SIR\textsubscript{in}, e.g., as its average value taken over all channels. For example, this happens in cases of miniature microphone arrays where the distance of sources are much larger than the distances of microphones.

There are two important observations from our previous studies. First, when there is a significantly dominant source in the mixture, the update rule (12) with \( D = I_d \) tends to converge to it from almost any initial point. Second, when there is a source having a significantly smaller SIR\textsubscript{in} compared to the other sources, (12) tends to converge to it with \( D = \hat{C}_x^{-1/2} \). Based on these two observations, we propose a modification of OGIVE such that the preconditioning matrix \( D \) is selected based on SIR\textsubscript{in} (related to the SOI) and the update rule (line 13 in Algorithm 1) is performed according to (12).

More specifically, consider \( K > 1 \), so \( D^k \) depends on \( k \). Typically, SIR\textsubscript{in} depends on \( k \) as well since it is varying across frequencies\footnote{For example, when the SOI is a speaker, SIR\textsubscript{in} can take values from \(-20 \) to \(-20 \) dB.}. Since SIR\textsubscript{in} is not known in the blind scenario, we consider two solutions: An "oracle" modification of OGIVE puts \( D^k = I_d \) when SIR\textsubscript{in} for the \( k \)-th frequency is higher than 5 dB, otherwise \( D^k = (\hat{C}_x^k)^{-1/2} \). The other solution ("precond"), which does not require prior knowledge, puts \( D^k = I_d \) for \( k \) corresponding to frequencies 150 Hz through 2.5 kHz; otherwise \( D^k = (\hat{C}_x^k)^{-1/2} \).

In OGIVE, the parallel extraction sub-algorithms (one for each frequency) influence each other. We therefore cannot simply expect that the above proposed modifications would guarantee convergence of each sub-algorithm. However, these modifications can significantly improve the overall convergence speed of OGIVE, which is verified by experiments in Section 4.

3.2. AdaGrad Learning-rule Update

A difficulty in first-order optimization methods is the proper setting of the learning rate parameter. AdaGrad [19] provides an approach trying to avoid this by learning rate adaptation over iterations. Recursively adapted learning rate is given by square root of the sum of the previous gradient. In our case, this means that each element of \( w^k \) can have a different learning rate.

The AdaGrad update rule is defined through
\[
q_t^{k+1} = q_t^k + (\Delta_t^k \odot \Delta_t^k)
\]
(13)
\[
w_t^{k+1} = w_t^k + (\mu \Delta_t^k) \odot (\sqrt{q_t^{k+1}} + \epsilon)
\]
(14)

4. EXPERIMENTS

4.1. Settings

We conducted an experimental validation using the 4\textsuperscript{th} CHiME simulated development dataset [20]. This dataset contains recordings of speech signals having about 4 to 12 seconds in length and interference signals from various environments: bus, coffee restaurant, pedestrian area and street. The recordings were acquired using an array of six microphones mounted to a tablet; the sampling frequency is 16 kHz. In total, there are 2960 mixtures of speech with environmental noise; 740 mixtures per environment.

Speech and noise signals were mixed so that the average signal-to-noise ratio (SNR) over all microphones was equal to 0 dB. Signals were processed in the STFT domain with the frame length of 512 samples and 75% overlap. With assumption that speaker was right in front of the tablet (perpendicular position to the microphone array), the initial mixing vector for the OGIVE was set to be vector of ones for all frequency bins. The same initialization was used for the first source of the IVA. Initialization for the rest of sources was set to be orthogonal to the first source (same as it is described in 2.1).
This ensures that the source of the interest appears on the first output channel of the IVA. For IVA the Scaled Natural Gradient [21] was used to obtain better stability and faster convergence.

Since there is the scaling ambiguity in the IVE/IVA algorithms, the spatial image of the extracted source on the first microphone was computed using the Minimal Distortion Principle [22]. The extraction performance was evaluated by the SNR improvement.

Fig. 1 shows results achieved by combinations of the proposed variants of OGIVE in Sections 3.1 and 3.2 in terms of median improvement of SNR as it evolves over iterations. The median was used due to large variability of the mixtures; detailed statistics are given in Table 1. Since the optimum learning rate $\mu$ is dependent on the variant of OGIVE/IVA, we selected values that yield optimum results in the final evaluation. Here, it worthy noting that the AdaGrad modification appeared to be less sensitive to this choice.

The results in Fig. 1 show 9-12 dB of median SNR improvement by all variants of OGIVE after 1000 iterations. The methods endowed by the oracle preconditioning show the highest convergence speed, which confirms our expectations described in Section 3.1 that the preconditioning based on the initial SNR leads to the extension of the convergence area and to the increased speed of convergence. Also, the non-oracle “precond” rule leads to an increased speed of the convergence as compared to the variants without preconditioning. The IVA achieves better final results, but at the cost of slower convergence. This can be caused by the fact that in the OGIVE algorithm the background noise is modeled as Gaussian. On the other hand IVA considers the background to be non-Gaussian.

AdaGrad brings increased speed of convergence as compared to the normal update rule, however, only when no preconditioning is applied. In the other cases, AdaGrad performed comparably to the normal update rule.

The statistics in Table 1 show that there were cases where the SNR improvement by the methods was below $-10$ dB. This happens when a different source than the SOI is focused by the algorithm. The number of these cases is higher when preconditioning is used. This is probably an effect of the faster and better convergence, although to a different source.

### 5. CONCLUSION

In this paper, we have shown the capability of OGIVE to extract a speaker from 6-channel audio mixtures. We have proposed modifications in order to speed up the convergence of the algorithm through preconditioning and employing the AdaGrad update rule. Experimental results evaluated on the CHiME-4 dataset demonstrate the performance of both modifications in terms of convergence speed. We found out that OGIVE, in combination with a correctly chosen preconditioning, shows an increased convergence speed for both versions of gradient update rule. The AdaGrad update shows faster convergence than the normal update rule only when there is no preconditioning. In our future work, we plan to focus on the application of these findings for on-line implementations of ICE/IVE algorithms, where the speed of convergence is very important for a practical deployment of methods in dynamic environments. Another goal is to achieve at least the same performance as the IVA.
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**Table 1. Statistics over all mixtures in dataset (SNR improvement after 1000 iterations).**

<table>
<thead>
<tr>
<th></th>
<th>IVE</th>
<th>AdaGrad</th>
<th>IVA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no precond</td>
<td>precond</td>
<td>oracle precond</td>
</tr>
<tr>
<td>mean</td>
<td>9.7%</td>
<td>11.4%</td>
<td>10.9%</td>
</tr>
<tr>
<td>median</td>
<td>9.9%</td>
<td>11.4%</td>
<td>11.2%</td>
</tr>
<tr>
<td>std</td>
<td>4.4%</td>
<td>4.3%</td>
<td>5.6%</td>
</tr>
<tr>
<td>min</td>
<td>-13.2%</td>
<td>-15.5%</td>
<td>-25.8%</td>
</tr>
<tr>
<td>max</td>
<td>39.36</td>
<td>38.14</td>
<td>37.81</td>
</tr>
<tr>
<td>SNR$_{imp}$ $&lt;-10$dB</td>
<td>0.17%</td>
<td>0.24%</td>
<td>1.15%</td>
</tr>
<tr>
<td>SNR$_{imp}$ $&lt;0$dB</td>
<td>2.06%</td>
<td>1.05%</td>
<td>3.28%</td>
</tr>
</tbody>
</table>

---

**Fig. 1. Results in terms of median SNR improvement as functions of the number of iterations.**


